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Abstract. In this paper, we develop an entropy-based degree of falsity and
combine it with a previously developed conflict-based degree of falsity in order
to grade all belief functions. The new entropy-based degree of falsity is based on
observing changes in entropy that are not consistent with combining only
truthful information. With this measure, we can identify deliberately deceptive
information and exclude it from the information fusion process.
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1 Introduction

Managing false and possibly deliberately deceptive information is, in general, an
important issue within an information fusion process. If false and deceptive information
is not actively managed, it becomes impossible to trust any conclusions that is based on
combining information from several different sources without knowing if one is
deceptive. Conclusions that are drawn based on a combination of information from all
sources may become degraded or false when truthful information is combined with
deceptive information that supports untrue possibilities.

We previously developed methods within the theory of belief functions [1–6] for
clustering information regarding several different subproblems that should be managed
separately when the information regarding different subproblems might be mixed up
[7–11]. When we know that all information concerns only one problem at hand, this
method could be used to identify false pieces of information and allow us to calculate a
conflict-based degree of falsity for each piece of evidence [12]. These approaches use a
function of the conflict [13, 14] in Dempster’s rule [2] as criterion function.

Smets [15] developed a methodology for managing a special case of deception
where a deceiver may observe a truthful report and send the complement of a truthful
belief function as deception instead of the truthful report itself. Pichon et al. [16] later
developed a correction scheme that generalizes Shafer’s discounting rule [4] by taking
into account uncertain meta-knowledge regarding the source relevance and truthful-
ness. This model now subsumes Smets’ model. Furthermore, they recently introduced a
contextual correction mechanism [17] for [16].
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However, the approach taken by Smets is a special case where the deceiver always
sends the complement of what is observed from a truthful source. We think that this is
not a realistic strategy by the deceiver, as it is easily countered by the counter-deception
technique developed in Smets’ approach [15]. Instead, we would allow the deceiver to
act in any way it chooses and assume it might want to deceive us by supporting some
focal elements of the frame of discernment that are wrong but we already somewhat
believe. We think that this might be a more realistic approach.

In this paper, we develop an entropy-based measure of degree of falsity based on
the change in entropy when truthful belief functions are combined with a deceptive
belief function. The aim is that this new approach should be able to manage more
generic types of deception than Smets’ approach. As we have previously developed a
conflict-based measure of degree of falsity [12] we will here combine these two
approaches into one method for recognizing and managing deceptive information.

In Sect. 2, we discuss approaches to analyzing belief functions for their likelihood
of being false due to deception. In Sect. 3, we review a previous approach to grading
pieces of evidence for their degree of falsity based on their contribution to the conflict
[13, 14] received from Dempster’s rule [2]. We then develop a new complimentary
approach for grading pieces of evidence based on such changes in entropy that are not
consistent with adding truthful evidence into the combination of all belief functions
(Sect. 4). In Sect. 5, we combine the previously developed conflict-based degree of
falsity with the new entropy-based degree of falsity into a combined degree of falsity.
We use this approach to reason about which pieces of evidence might be false and
should be either discounted or eliminated from the combination of information from all
sources. Finally, in Sect. 6, we present the study’s conclusions.

2 Analyzing Belief Functions

A belief function that is constructed to be deliberately false may be discovered in two
different ways. Such a belief function is aimed to change the conclusion when ana-
lyzing the combination of all belief functions. Thus, it must be different from truthful
belief functions.

One way to find this is by observing the conflict when combining a new belief
function with all previous belief functions. For each belief function at hand, we may
observe the change in conflict if we remove this particular belief function from the
entire set of all available belief functions [7, 18]. This will either lower the conflict or
leave it unchanged. From the change in conflict, we can derive a degree of falsity for
the belief function in question and, for example, use that to discount this particular
belief function [12].

A second approach is to observe the change in entropy when receiving a new belief
function. If we receive a good belief function about the problem at hand we should
assume that it will further reduce both the scattering and the nonspecificity of the basic
belief by focusing it on small focal sets containing the ground truth. Thus, the belief of
the ground truth will gradually become more believed and the entropy of the combined
belief function will approach zero. On the other hand, if we receive a false belief
function that incrementally changes the belief function a small step towards a uniform
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mass function, then the entropy of the combined belief function will increase. A very
strong false belief function may swap the preferred order of the focal sets and leave the
entropy unchanged or increased.

We will use both of these approaches to identify which belief functions may be
deceptive in order to manage or eliminate them completely from the combination.

3 Conflict-Based Degree of Falsity

We interpret the conflict received when combining a set of basic belief assignments
(bbas) v, as if there is at least one bba in v that violates the representation of the frame
of discernment H. Such a bba is interpreted as if it does not belong to the evidence that
refer to the problem at hand [18].

A conflict when combining all bbas may thus be interpreted as a piece of evidence
on a metalevel stating that at least one bba does not belong to v.

We have,

mv 9j:ej 62 v
� � ¼ c0;

mv Hð Þ ¼ 1� c0;
ð1Þ

where v is the set of all bbas, c0 is the conflict when combining all bbas, ej is bba
number j, and H is the frame of discernment.

Let us study one particular piece of evidence eq in v. If eq is removed from v, the
conflict when combining all remaining bbas in v decreases from c0 to cq. This decrease
is interpreted as if there exists some evidence on the metalevel indicating that eq does
not belong to v [12],

mDv eq 62 v
� �

;

mDv Hð Þ; ð2Þ

where Dv is a label for this piece of evidence.
The conflict that remains cq after eq has been removed from v is interpreted as

evidence on the metalevel that there is at least one other bba ej, j 6¼ q, that does not
belong to v� eq

� �
.

We have,

mv� eqf g 9j 6¼ q:ej 62 v� eq
� �� �� � ¼ cq;

mv� eqf g Hð Þ ¼ 1� cq:
ð3Þ

Using Eqs. (1) and (3), we can derive Eq. (2) by stating that the belief in the
proposition that there is at least one bba that does not belong to v, 9j:ej 62 v, must be
equal, regardless of whether we base that belief on (1) before eq is taken out from v, or
on the combination of (2) and (3) after eq is taken out from v.
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That is,

Belv 9j:ej 62 v
� � ¼ BelDv� v� eqf gð Þ 9j:ej 62 v

� �
: ð4Þ

On the left hand side (LHS) of Eq. (4) we have,

Belv 9j:ej 62 v
� � ¼ mv 9j:ej 62 v

� � ¼ c0 ð5Þ

and, on the right hand side (RHS) Eq. (4) we have,

BelDv� v� eqf gð Þ 9j:ej 62 v
� � ¼ cq þmDv eq 62 v

� �
1� cq
� �

: ð6Þ

By stating that LHS = RHS, we derive the basic belief number (bbn) of Eq. (2) as,

mDv eq 62 v
� � ¼ c0 � cq

1� cq
;

mDv Hð Þ ¼ 1� c0
1� cq

:
ð7Þ

We call this the conflict-based degree of falsity of eq. For additional details, see [12].

4 Entropy-Based Degree of Falsity

Let us measure the change in entropy by observing the change in the aggregated
uncertainty functional (AU) of the combination of all belief functions, both with and
without the particular belief function in question eq.

4.1 Aggregated Uncertainty Functional

The aggregated uncertainty functional AU was discovered by several authors around
the same time [19–21]. AU is defined as

AU Belð Þ ¼ max pxf gx2H �
X
x2H

p xð Þ log2 p xð Þ
( )

ð8Þ

where pxf gx2H is the set of all probability distributions such that px 2 0; 1½ � for all
x 2 H,

X
x2H

p xð Þ ¼ 1 ð9Þ

and
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Bel(AÞ�
X
x2A

p xð Þ ð10Þ

for all A�H. For an overview, see [22]. The AU measure corresponds to measures of
nonspecificity and scattering that generalize Hartley information [23] and Shannon
entropy [24].

An algorithm for numeric computation of AU was found by Meyerowitz et al. [25].
See [26] for implementation.

We define the entropy as a normalization of AU [27, 28],

Ent mj
� �� � ¼ AU a mj

� �� �
log2 Hj j ð11Þ

where mj is the set of all bbas under combination, AU 2 0; log2 Hj j½ � and Ent 2 0; 1½ �.
Using Ent and AU, we may define an entropy-based degree of falsity for a deceptive

piece of evidence as

mDEnt eq 62 v
� � ¼ Entq mjjj 6¼ q

� �
j

� �
� Ent0 mj

� �
j

� �
;

mDEnt Hð Þ ¼ 1� mDEnt eq 62 v
� �

;
ð12Þ

where Ent0 is the entropy with eq included in the combination, and Entq is the entropy
without eq, under the assumption that mDEnt eq 62 v

� �� 0. Provided that the difference in
Eq. (12) is positive and that there is no change in the bbn of the top focal element, this
may serve as an adequate measure of falsity for a deceptive piece of evidence based on
change of entropy. For a deceptive piece of evidence that changes the order of focal
elements we may have a negative difference. For truthful evidence we expect a negative
difference and would like to define the degree of falsity as zero. For a general and
incremental approach that takes these situations into account see Sect. 4.2.

4.2 Incremental Steps of Entropy Change

Let us focus on eq, which we want to evaluate by changes in entropy Ent. Because the
entropy might increase when we remove eq we will study a series of incremental
changes. We will discount mass function mq at different rates and observe the incre-
mental changes in entropy. We have [2],

mq Að Þ ¼ amq Að Þ; A 	 H
1� aþ amq Að Þ; A ¼ H

�
ð13Þ

where 0� a� 1. Let a be defined as

a ¼ i
n
; ð14Þ

where n is a parameter of choice with 0� i� n.
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We have,

mi
q Að Þ ¼

i
n mq Að Þ; A 	 H
1� i

n þ i
n mq Að Þ; A ¼ H

�
: ð15Þ

Let DEntkþ 1;k
q be the incremental change in entropy between two situations using

mkþ 1
q and mk

q, respectively, in the calculation of DEntkþ 1;k
q .

We have,

DEntkþ 1;k
q ¼ Entq mkþ 1

q ;mjjj 6¼ q
n o

j

	 

� Entq mk

q;mjjj 6¼ q
n o

j

	 

: ð16Þ

We may extend Eq. (12) to define an incremental entropy-based degree of falsity as

mDEnt eq 62 v
� � ¼ 1

2

Xn�1

k¼0

0; 80� l� k: DEntlþ 1;l
q � 0

DEntkþ 1;k
q

��� ���; otherwise
;

8<
:

mDEnt Hð Þ ¼ 1� mDEnt eq 62 v
� �

;

ð17Þ

using Eq. (16).
As long as we receive a sequence of negative incremental changes, we consider mq

to be true. However, if there is a positive incremental change this is interpreted (to a
degree) that this piece of evidence is false. The sequential inclusion of mq may
eventually cause a flip in the preferred focal element, followed by a series of negative
incremental changes that must be counted towards the degree of falsity when the
distribution becomes more and more focused around false focal elements.

This information, mDEnt eq 62 v
� �

, can serve as an indication that mq might be
deliberately false, and may function as an indication even if the direct conflict with the
main body of truthful evidence is low.

5 Combine Degree of Falsity with Change of Entropy

In order to find which pieces of evidence might be false, we combine mDvðeq 62 vÞ with
mDEntðeq 62 vÞ by Dempster’s rule; i.e., mDvðeq 62 vÞamDEntðeq 62 vÞ. This is a
conflict-free combination as both mass functions have the same foci.

We get,

mDvaDEntðeq 62 vÞ ¼ mDvðeq 62 vÞþmDEntðeq 62 vÞ
� mDvðeq 62 vÞ � mDEntðeq 62 vÞ;

mDvaDEntðHÞ ¼ 1� mDvaDEntðeq 62 vÞ;
ð18Þ

by using Eq. (7) and Eqs. (11), (15)–(17) and the algorithm in [26] to compute Eq. (8).
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Based on this results (of Eq. (18)) we can manage all mq (8q) in one of several
different ways:

1. We may discount all mq based on mDvaDEntðeq 62 vÞ using Eq. (13) with

a ¼ 1� mDvaDEnt eq 62 v
� �

. Evidence with a high degree of combined
conflict-based and entropy-based falsity will be discounted to its degree with a low
a. Subsequently, we handle all evidence with whatever mass remains after dis-
counting as if it is true. This approach is somewhat crude and may not be the most
preferable way to manage all evidence.

2. A more refined approach is to perform sequential incremental discounts using
increments of a ¼ 1� mDvaDEnt eq 62 v

� �
as was suggested in [12]. With that

approach it is possible to manage the conflict by appropriate discounts that bring the
conflict down to an acceptable level.

3. A third approach is to evaluate and rank all mq based on mDvaDEnt eq 62 v
� �

and if
there is a natural partition of all mq into two groups (corresponding to true and false
reports) we eliminate the false group from the combination.

We think that managing all evidence in an interactive and incremental way using
Eq. (18) and Approach 3 above whenever possible is a good way to find and manage
deceptive information in an information fusion process.

6 Conclusions

We have developed an approach for counter-deception in information fusion. This
method combines the study of conflict in Dempster’s rule with observation of changes
in entropy to determine which belief functions are deceptive. With this methodology,
we can prevent deceptive information from being included in the information fusion
process.
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