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Abstract—The use of social media for communication and
interaction is becoming more and more frequent, which is also the
case during crises. To monitor social media may therefore be a
useful capability from a crisis management perspective, both for
detecting new or emergent crises, as well as for getting a better
situation awareness of how people react to a particular crisis. The
work presented in this paper is part of the EU research project
Alert4All, having the overall goal of improving the effectiveness
of alert and communication toward the population in crises.

Index Terms—Crisis management; social media monitoring;
text analysis; web mining

I. INTRODUCTION

Open source intelligence (OSINT) is quickly becoming an

increasingly important source of information for many pur-

poses, not least due to the enormous amounts of information

communicated using various social media services such as

Twitter and Facebook. Even though there are several issues

with information collected from social media (such as a

potential unreliability of the sources), there are also many

potential benefits leading to an increased interest within many

companies and organizations in order to be more actively

involved in social media.

In the EU FP7 Alert4All research project [1], the focus

is on improving the authorities’ effectiveness of their alert

and communication towards the population during crises. One

component in a larger Alert4All system is therefore to monitor

social media in order to find out how people perceive the crisis

and how they react to communicated alert messages. This part

of the system is referred to as the Screening of New Media

(SNM) tool, which is the main focus of this paper.

Due to the enormous amounts of social media content being

generated every day, it is not doable for human analysts to find,

read, and analyze all relevant user generated content (UGC)

from social media on their own. Instead, they need support

from various automatic or semi-automatic tools and techniques

to be able to filter out the content of relevance to them. Using

the suggested SNM tool, we aim to be able to answer questions

such as:

• Are people writing posts related to crises? (If so, what is

the content of these postings?)

• Are people reacting to sent alert messages? (If not, this

can be an indication of that the affected citizens have not

been reached by the alerts.)

• Are people starting to “panic,” or are they complaining

about sent alerts or erroneous or unclear information? (If

so, appropriate actions might be needed.)

To be able to answer such questions using the SNM tool,

it must have the capabilities to retrieve and analyze posts

in an automatic manner. For the data acquisition part of the

tool, we survey existing techniques that can be used for such

purposes, including both web harvesting techniques and open

APIs to acquire the relevant data (blog posts, tweets, etc.) from

relevant sources. For the data analysis part, we review existing

natural language processing (NLP) and text mining techniques

to automatically extract content, sentiment and emotions from

the retrieved posts.
A basic assumption underlying the usefulness of the pro-

posed tool is that parts of the population will use social

media for communication in crises. The phases following

the initial shock when a crisis occurs often involve people

searching for and disseminating information about the crisis

(e.g., information regarding their family, food, shelter, and

transportation), and for such purposes the use of social media

is becoming more and more common. As an example, social

media was extensively used for such purposes in the aftermaths

of the 2011 Tohoku earthquake, where the first tweet on the

topic was written less than two minutes after the epicenter

of the earthquake [2]. During the same crisis, tweeters asking

for help with evacuating patients from the Kyoritsu hospital

close to the Fukushima reactors lead to quick response after

hours of fruitless attempts to get help via other channels.

According to [3], monitoring of social media also made

the UN World Health Organization (WHO) aware of that

some people erroneously instructed others to drink wound

cleaner with iodine to protect from radiation during the crisis.

After finding this out, social media was used by WHO to

inform people not to drink liquid iodine. Other examples of

crises where social media have been used extensively are the

California wildfires in 2007 and 2008, the Haiti earthquake in

2010, and the Tunisian uprising in 2011 [4].
Research articles covering the role of social media in crisis

management do exist (see, e.g., [4], [5]), and various best

practices for crisis communication have been suggested [6].

These best practices include listening to the public’s concerns

and understanding it through monitoring public opinions [4],

[7], but to the best of our knowledge, no previous attempts
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have been made to actually build tools that support awareness

of how the crisis and communicated alert messages are per-

ceived by the citizens. There are numerous of applications for

sentiment analysis of tweets, but none that focus on emotion

recognition/affect analysis in social media posts related to

crises. Hence, there is a gap in research when it comes to affect

analysis related to crisis alerting that we attempt to bridge in

this work.

The rest of this paper is structured as follows. In Section II,

we explain the overall scope of the Alert4All project and

the concept of social media. The SNM part of the Alert4All

project, which is the focus of this paper, is outlined schemat-

ically in Section III. In Section IV, we review existing tools

and techniques that can be used as components for the data

acquisition part of the tool. In the same manner, we are in

Section V surveying available techniques and resources for

sentiment and affect analysis. Some ethical aspects on social

media monitoring and analysis are discussed in Section VI.

Conclusions are provided in Section VII.

II. BACKGROUND

According to a definition provided in [8], social media

is a group of Internet-based applications that build on the

ideological and technological foundations of Web 2.0, and

that allow the creation and exchange of user generated content

(UGC). Hence, there is a clear focus on content that is publicly

available and that has been created by end-users, including

services and applications such as Facebook (social networks),

Flickr (picture sharing), Twitter (microblogs), and YouTube

(video sharing). In our view, the UGC aspect is more important

than the actual technological foundation (will technology

based on a hypothetical Web 4.0 count as belonging to social

media?) For this reason, we prefer using the term Screening

of New Media, rather than Screening of Social Media.

No matter what term is used, social media is changing the

way people and organizations communicate. Sometimes the

use of social media is referred to as strengthening the democ-

racy (cf. Arabian Spring), while it under other circumstances

has been blamed for supporting organized crime (cf. London

riots). In any case, social media is likely to play a large role

in future crises and disasters, not least due to the worldwide

increase in use of smartphones and tablets. Although this may

have been more evident than ever during the Fukushima crisis

[2], [9], the use of social media has also been an important

factor during many other recent crises [4], [10], such as the

Katrina hurricane in 2005 and the Haiti earthquake in 2010.

According to an online survey conducted by the American Red

Cross, many people have used social media to get information

about an emergency, and most people agree on that emergency

response agencies should regularly monitor their websites and

social media sites to promptly respond to any request for help

posted there [11].

The Screening of New Media (SNM) module described in

this paper is part of a larger Alert4All system [1], which

aims at improving the effectiveness of alert and communi-

cation to the population in crises by means of investigating
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Figure 1. Overview of the intended use of the SNM tool.

five particular areas: human behavior, role of new media,

information management, communication technologies, and

authorities’/responders’ operations. Different modules in the

Alert4All system address all these areas, and the SNM part

implements a tool that provides an enhanced view of the

crisis situation to the personnel in charge of managing the

crisis, namely authorities and first responders, with regard to

public opinions and citizen sentiments based on on-line UGC

obtained from social media.

III. SOCIAL MEDIA MONITORING AND ANALYSIS

A conceptual overview of the intended use of the SNM tool

is shown in Figure 1. At a high abstraction level, the screening

of new media process involves two clear and sequential sub-

processes: firstly, social media monitoring for data acquisition
and secondly, data analysis (including sentiment and affect

analysis on the acquired data as well as visualization of

relevant results). Using techniques such as web harvesting, the

posts related to the crisis are retrieved in the data acquisition

process and stored in a database. The retrieved posts are on

regular intervals fetched from the database and become subject

to various NLP techniques that are used to extract useful

information such as emotions from the posts. The extracted

information is then visualized to the user, in order to increase

the awareness of the evolving crisis. Based on information

from the SNM tool in combination with information from

other sources, the user can decide on appropriate crisis alerts

or messages to be communicated to citizens. By continuing

monitoring social media, the effect of the communicated alert

messages can be analyzed, and so on until the crisis is over.

Many companies and organizations have realized the poten-

tial of crowd-sourcing all information about personal opinions

and interests that is publicly available online. Examples of pur-

poses this is used for is to infer users’ opinion about a brand,
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recognizing key trends in specific market sectors, engaging

with online customers through focused campaigns, listening to

existing dialogs about a company, and so forth. Many products

and tools have recently appeared in the market providing this

kind of service. Solutions such as Sysomos1, Simplify3602,

Radian63, and Blogmeter4 help companies and organizations

to interpret and understand their social presence on the Web.

However, when dealing with how the population is reacting to

a crisis and to communicated alerts, new issues arise that no

commercial or open source tools existing nowadays fulfill.

In the following, we are presenting the intended workings

of the data acquisition and data analysis parts of the SNM

tool.

A. Data acquisition (monitoring)

The data acquisition process is automatically launched

during the crisis onset (i.e., as soon as the authorities get

indications of a potential crisis) in order to find relevant UGC,

providing input to the data analysis. This way, SNM users

get quick results regarding the first reactions and emotions

of citizens being affected by the crisis. The data acquisition

process involves searching for and retrieving relevant data

from many different information sources, and performing a

first processing and filtering of the acquired content. The

outcome of the data acquisition process is a stream of “posts”

(i.e., chunks of meaningful text gathered from any information

source), containing relevant conversations taking place on the

Web about the crisis, ready to be processed by NLP algorithms

in the data analysis part of the SNM process.

Considering the chronological order of tasks to be per-

formed, the data acquisition module could be described by

the following tasks:

1) Configuration of search parameters. For launching any

data searching and capturing process it is essential to de-

cide on the parameter settings regarding what to search
(i.e., tags and keywords defining the theme of interest),

where to search (i.e., which information sources to

track), when to search (i.e., search process duration),

and how to search (e.g., location-based search or any-

location search). Ideally, each of these parameters should

be configured for every new search process. However,

for the practical case of Alert4All it would not be

effective to do so since users will not always have time

to configure the tool while involved in a crisis situation.

Thus, the solution adopted in the SNM tool is to use

default values for configuration parameters related to the

specific context in which the overall Alert4All system is

operating (e.g., a particular alerting plan describing the

actions to be taken by authorities and first responders

for a particular type of crisis). These default settings

can then be changed to more well-adapted parameter

settings, if the user has time to do so.

1http://www.sysomos.com/
2http://simplify360.com/
3http://www.radian6.com/
4http://www.blogmeter.eu/

2) Launch of opportunistic capturing processes according
to the selected information sources. Each type of in-

formation source has its specificities with regard to the

type of information provided (i.e., raw, structured or

unstructured data) and access method supported (e.g.,

whether there is a well-defined API or not). This means

that different means of retrieval will be available in order

to use any of the selectable information sources.

3) Pre-processing of captured raw data. The collected raw

data will require the application of specific parsing

algorithms before being submitted for data analysis. Spe-

cially for the case of data captured from non-structured

sites, these parsing tasks will involve deducing the data

structure (i.e., how content is organized within the web

pages in terms of toolbars, ads, figure sections, and so

on). Thus, depending on the information source, this

pre-processing task can, e.g., involve to remove HTML

tags and menu bars or to strip away irrelevant sections

such as ads, header information or side bar columns. The

overall aim is to find and extract relevant user generated

content.

There are several critical tasks to be performed by the

data acquisition module, namely: management of large data

volumes, dealing with data source heterogeneity, real-time

processing, and detecting and filtering out useless information.

B. Data analysis and visualization

When a post has been retrieved and stored in the database, it

is time for the data analysis process in which NLP techniques

are applied in order to extract entities and events, as well

as for trying to classify what emotion states or moods that

are expressed in the posts. The obtained results are then

clustered and visualized in various ways, allowing the user

to interact with the system in order to allow zooming in on

interesting aspects of the data. Such visualizations include

showing the number of posts containing specific emotions as a

function of time, tag clouds with the most frequently occurring

words acquired from the posts, and maps showing from which

geographical area the posts have been sent (for applications

sending the geographical position of the user).

IV. DATA HARVESTING AND OPEN APIS FOR DATA

ACQUISITION

There are plenty of types of UGC available. However, only

those that are really used for sharing personal experiences and

opinions will be considered as relevant information sources

for the SNM implementation. Information sources such as

blogs and community forums are very relevant for the present

case. Most quality blogs are interactive, allowing visitors to

leave comments on the blogs, and it is in this way personal

experiences and opinions are exchanged. Indeed, bloggers do

not only produce content to post on their blogs but also build

social relations with their readers and other bloggers. In that

sense, blogging can be seen as a form of social networking.

Microblogs (such as Twitter) and social networks (such

as Facebook) are of primary interest for the implementation.
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Twitter is nowadays the most popular online microblogging

service that enables users to send and read text-based posts of

up to 140 characters, known as “tweets.” Since its creation in

2006, the service rapidly gained worldwide popularity, now

generating over 300 million tweets and handling over 1.6

billion search queries per day. The most appealing feature of

Twitter from an Alert4All perspective is that it is used for

broadcasting messages to the public.

Considering “real” social network services, the number of

existing websites is huge. Many of them are focused on

specific topics such as academic research or sports, while those

with a more general focus tend to be most popular. Facebook

with more than 800 million active users has established its

leadership position in most countries.

Finally, image and video hosting services such as Flickr and

YouTube are also considered, which allow users to upload

images and/or videos to a website. The website host stores

the uploaded content on its server, and allow others to view

it. It is common that users accessing photos and videos can

write comments and establish a conversation with other users

about the topic of the photo or video. Although the SNM

tool will be implemented only for capturing content in text

format, it might be interesting to consider this kind of websites

because there may be relevant conversations taking place

around a photo or video related to the active incident the

SNM process is searching for. Therefore, for the scope of this

paper, blogs, community forums, Twitter, Facebook, Flickr,

and YouTube will be considered as the information sources

from where content will be gathered. For some of these sources

it exists well-defined APIs, while others require the use of web

harvesting techniques for data acquisition purposes. Both cases

are analyzed in more detail in Sections IV-A and IV-B.

A. Web harvesting

When there is no specific API for accessing the information

source, as is typically the case for blogs and forums, a generic

and dynamic access mechanism is required for acquiring

data. In this case it is necessary to harvest the data using a

crawler, i.e., a computer program that browses the Internet in

a methodical, automated manner. Given that it would not be

effective to browse the whole web, the used approach will be

to limit the crawler to visit only specific websites (i.e., blogs

and forums with users’ conversations about the crisis taking

place). In order to first identify the websites that the crawler

should visit, a search engine will be used. The URLs of the

sites provided by the search engine will be the “seeds” that

will be the entry point for the crawler. In next step, the crawler

browses these seeds and checks whether the robots exclusion

protocol allows access to the web server or not. If allowed,

the crawler reads the content and follows the links found in

these pages in order to retrieve their content and to find more

new links. These links will be the new seeds, and the process

is repeated cyclically until no more links are found or the

link depth, previously defined, is reached. Once all this data

is retrieved it is indexed and stored in the database.

To summarize, data harvesting of web sites with no specific

API will be done following a two-steps technique for a crisis

situation: 1) relevant websites are searched for sentiments and

emotions related to the crisis, using search engines APIs, such

as: Custom Search API, Blog Search API or Bing Search API,

and 2) web crawling is undertaken for each website obtained

as a result in the first step. Appropriate proposals for the

implementation of the crawling task is to base it on Apache

Nutch Crawler5, Open Search Server6, or Heritrix7. All three

are open source crawlers written in Java.

B. Specific APIs

For the case of Twitter, Facebook, Flickr and YouTube, there

are well-defined and documented APIs available that include

functions for searching and retrieving data. For Twitter, there

are two APIs available: the official Twitter API, known as

Twitter Search API, and an unofficial Java library for the

Twitter API, named Twitter4J. In both cases, it is possible to

define the keywords, hashtags and users relevant to a query.

It is important to note that private tweets are not accessible

and those with few followers are also discarded. The Twitter

Search API is a REST API that provides simple interfaces for

most Twitter functionality. Twitter4J encapsulates its function-

ality and provides an easy way to access to it and to integrate

it into an application. Therfore, this API seems to be used by

most developers.

For the Facebook social network, there is also a comprehen-

sive developers API, known as Graph API. This social graph

represents objects (e.g., people, photos, events, and pages) and

connections between them, which is not actually the focus of

interest for the present case. However, it also provides a search

functionality that allows to search over all public objects in

the social graph, which would be the interesting part of the

interface for obtaining relevant posts about a particular topic,

such as a crisis taking place.

Flickr supports the Flickr API. For our purposes, there

are some methods in the API that allows for requesting the

list of photos matching some user-specified criteria and to

retrieve the list of comments associated to a particular photo.

YouTube provides the YouTube Data API that offers a similar

functionality.

Another important aspect for the data acquisition is the

relevance of location for some crisis scenarios. Hence, a geo-

graphical search criterion to be selectable in the configuration

phase can also be of interest for the data acquisition process.

However, when considering its practical implementation for

the different information sources that have been analyzed

above, several limitations arise that could prevent its fully

realization. The main limitations are that users have to vol-

untarily select the “publication with location” option when

posting in Twitter, Facebook, Flickr and YouTube, and this is

not a common practice nowadays. Moreover, posts published

in blogs and forums normally do not have location information

5http://nutch.apache.org/
6http://www.open-search-server.com/
7http://crawler.archive.org/
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attached. Thus, geo-located posts will only be provided by the

data acquisition process in cases where the users contribute

with geographical information when posts are created and

published.

V. SENTIMENT AND AFFECT ANALYSIS FOR THE CRISIS

DOMAIN

During the last decade, a lot of research efforts have been

devoted to sentiment analysis (also known as opinion mining).

As stated in [12], “the year 2001 or so seems to mark the

beginning of widespread awareness of the research problems

and opportunities that sentiment analysis and opinion mining

raise.” Most work within sentiment analysis has, according to

[13], been focused on the classification of a text document

or its sentences with respect to expressing a positive or

negative (or sometimes neutral) opinion towards the topic

of the text (assuming the document to have a single topic).

This often holds true for various kinds of product reviews,

such as book and movie reviews. Not only are such reviews

mainly about a clearly specified topic, they are also popular

for research since they in addition to the text description are

also often associated with a human-annotated rating of the

evaluated product, which can be used for supervised training

of machine learning algorithms, as well as for evaluation

purposes. In addition to judge whether a text document or

sentence expresses a positive or negative opinion orientation

(polarity), it is for many applications also of interest to

determine the intensity of the opinion [13], i.e., how strong

the opinion is. For some applications, such as the SNM tool, it

is also needed to classify how strongly certain emotions such

as joy or anger are expressed in a text. According to [14],

there is a large intersection between the concepts of opinions

and emotions, although they are not completely overlapping.

Emotion classification or affect analysis can be considered to

be a sub-problem of the broader sentiment analysis problem

[15]. The overall problem of sentiment analysis is described in

Section V-A, while we in Section V-B focus on the particular

problem of affect analysis, for which less research exists.

A. Sentiment analysis

There are various explanations or reasons for the sudden

interest in sentiment analysis. One such reason is the growing

amounts of opinion-rich text resources made available due

to social media, giving researchers and companies access to

the opinions of ordinary people. Before the development of

Internet, not much opinionated text was easily accessible [14].

Another reason for the increased interest in sentiment analysis

is the recent advances that have been made within the fields of

text mining and NLP. There are several interpretations of what

is covered by the term sentiment analysis, but here we will

use the definition given in [14], i.e., sentiment analysis being

the computational study of opinions, sentiment, and emotions

expressed in text.

The most well studied sub-problem of sentiment analysis is

that of sentiment classification [14]. As the name implies, the

focus of sentiment classification is on classifying opinionated

documents as expressing a positive, negative, or neutral opin-

ion (sometimes referred to as document-level classification),

or doing the same thing for a sentence (sentence-level senti-

ment classification). Another important problem is to find out

whether a sentence contains any opinions at all, referred to as

subjectivity classification or opinion identification throughout

the literature.

An even harder problem is what in some work is referred

to as feature-based sentiment analysis, including both the

discovery of targets on which opinions have been expressed,

and the determination of whether the opinions are positive,

negative, or neutral [14]. The target of an opinion can be

nearly anything: individuals or products, as well as organi-

zations, services, and topics. For the scope of Alert4All, the

sub-problem of opinion search and retrieval is of interest,

i.e., to make a keyword search on a specific target, and to

summarize the positive and negative opinions on the issue.

Hence, sentiment analysis can have many other text mining

problems such as topic-based classification as subcomponents.

With this said, sentiment analysis can be considered to be

a harder problem than topic-based classification, since topics

often can be identifiable by keywords alone, while sentiments

often are expressed in a more subtle manner [16]. Subtle

opinions where no single words contain obvious positive or

negative meaning are hard to detect with even the most state-

of-the-art text analysis techniques present today.

One important point worth noticing is that most of the liter-

ature on sentiment analysis has been focused on texts written

in English. Consequently, most of the developed resources

available are therefore targeted on English. There have been

attempts to perform machine translation from other languages

to English as a preprocessing step to the sentiment analysis

(see, e.g., [17]), but the results obtained from such methods

can be expected to be worse than if working with resources

developed directly for the language of interest. To develop

such resources can however be costly, making it reasonable to

make use of machine translation in some circumstances.

While much work has been done on deciding sentiment at

the level of individual text documents or lower level, consid-

erably less work has been done on an aggregate level [18].

Some exceptions to this are the works reported in [19], [20],

and [17]. Results in [18] indicate that determining sentiment or

mood at an aggregate level gives better results than when doing

the same thing at a single document-level. This is good news

for the work in Alert4All since we are more interested in how

groups of people are reacting to a crisis message rather than

individual citizens. Another work of interest for the Alert4All

project is presented in [21]. There it is described how text and

data mining techniques can be used for capturing the public’s

opinion towards governmental decisions, by automatically ex-

tracting topic and sentiment from online posts on governmental

issues.

Much of the early research on sentiment analysis was

based on manually constructed sentiment/discriminant-word

lexicons [12]. However, a large shift towards data-driven

approaches has since then been evident, not least due to the
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increased availability of opinionated text corpora (unlabeled as

well as labeled). One motivation for this is that humans may

not always have the best intuition for choosing discriminating

words, as demonstrated by experiments presented in [16].

Access to unlabeled opinionated text documents may not seem

very useful at first glance, but quite much work exists on the

use of unsupervised learning for building the sentiment lexicon

as a replacement for manually crafted lexicons. Typically, this

is achieved by forming clusters of words that co-occur fre-

quently together with seed words having a known polarity (and

where the polarities of the terms in the cluster are assigned to

be the same as the polarities of the known seed words). Some

work (see, e.g., [22]) also analyze whether words are linked by

conjunctions such as “and” (indicating that they should belong

to the same cluster) or “but” (indicating that they should

belong to different clusters). It is also usual to use the well-

known lexical database WordNet [23] to propagate information

about polarity to word synonyms and antonyms. Nevertheless,

most existing techniques for document-level sentiment analy-

sis rely on supervised learning [14]. There are many supervised

learning algorithms to choose among, and most of them can

easily be applied to sentiment analysis. Examples of such

algorithms are naı̈ve Bayes, maximum entropy, and support

vector machines (SVMs), which are compared in [16]. All of

these techniques performed quite well relative to a human-

generated baseline, although the obtained accuracies (≈ 80%
for a well-balanced movie-review corpus consisting of 700

positive and 700 negative opinions) are not as good as for

standard topic-based categorization problems. Although quite

good performance can be achieved when using a classifier on

data originating from the same domain as it has been trained

on, it is important to note that sentiment classifiers are often

performing poorly when applied to data from another domain

[14].

Irrespectively of the sentiment lexicon being manually

crafted, or if it is created using some kind of statistical

analysis, it typically consists of a large set of terms associated

with a positive or negative state, and some indication of

the strength of the word. Examples of sentiment words that

can indicate positive opinions are “great” and “excellent,”

while “horrible” and “bad” are examples of words indicating

negative opinions. Especially adjectives have been shown to

indicate subjectivity and opinion [14], [21], [22], but also other

word classes are useful, e.g., adverbs [24]. In information

retrieval and text mining applications, it is common to look

at how frequently terms are occurring (using the well-known

term frequency-inverse document frequency, TF-IDF [25]).

TF-IDF is used in many sentiment analysis approaches as

well, although term frequency has by some researchers been

argued to not be as important for sentiment analysis. Actually,

experiments in [16] indicate that better performance can be

achieved if replacing term frequency with term presence (i.e.,

replacing the number of instances of a term with a 1 if the

term has been present, and keeping the 0 otherwise). Another,

even more important, difference from traditional information

retrieval is the importance of negation. While inclusion of the

word “not” has a very limited impact in a traditional bag-of-

word representation, it can flip the sentiment of a sentence

completely.

When it comes to availability of opinionated documents

in general, this is clearly not an issue since there are huge

amounts of opinionated weblogs, product reviews, discussion

forums, etc. available on Internet. However, these are not

labeled in the general case, and neither are they well-suited for

the crisis management domain. An important question hence

becomes how to construct a sentiment classifier well suited

to the this particular domain. Our approach is to make use

of “standard” resources based on general discriminative-world

lexicons based on supervised and unsupervised learning, and

to extend these using considerably fewer manually labeled

samples from earlier crises (e.g., tweets from the Fukushima

crisis). An example of a resource that can be used for the

more general sentiment analysis is SentiWordNet [26], which

to each WordNet [23] synset assigns three numerical scores

(describing the positivity, negativity, and objectivity of the

synset). These numerical scores are based on the classifications

from an ensemble of classifiers that have been trained in a

semi-supervised fashion.

B. Affect analysis

Although only a few types of basic emotions exist8, there

are very many different ways in which these can be expressed

in written text. Consequently, the problem of affect analysis is

a challenging issue, as has been observed by [26]. Interestingly

enough, this seems to hold true also for humans. In an

experiment reported in [28], manual annotation of affective

content in children stories resulted in quite low inter-annotator

agreement. In the same manner, low accuracy for a human

assessor when classifying affect in blog posts was reported in

[29].

Closely related to our interest in classifying the emotional

reactions in groups of people on communicated alert messages

is the work on mood classification reported in [29] and [18].

According to the authors, this was the first published work

on computational analysis of affect in blogs. One attempt to

analyze public opinion and mood in tweets is presented in

[30]. As for sentiment analysis in general, most of the work

on emotion analysis has been carried out for English [26].

A good definition of emotion classification of a linguistic

unit (i.e., affect analysis in our vocabulary) is given in [28].

They define it as a multi-class classification problem, where

T denotes a text, and where s ∈ T is an embedded linguistic

unit such as a sentence. By letting k represent the number of

emotion classes E = {em1, em2, . . . , emk}, the goal of the

classification becomes to determine a mapping function f :
s → emi resulting in an ordered pair (s, emi). This definition

can of course also be used for sentiment classification, where

the possible classes are positive, neutral, and negative. In the

general case where multiple emotion classes can characterize

8There seems to be no consensus on which the basic or primary emotions
are, but most available research on affect analysis seems to focus on anger,
disgust, fear, happiness, sadness, and surprise, as suggested in [27].
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a linguistic unit s, we instead search an ordered pair (s, E′),
where E′ ⊂ E .

According to [15], a central component for much work on

affect analysis is manually created affect lexicons, containing

words or phrases associated with specific emotions that can be

used for estimating the intensity of various affect in texts. An

example of work that relies on a manually constructed affect

lexicon is presented in [31], used for affect analysis of a text

document by tokenizing the document and looking up word

for word in the lexicon. If a token is present in the lexicon, its

affect categories and their associated centrality and intensity

scores are retrieved. These are then combined using fuzzy

logic for estimating the overall presence of various emotions

in the text. Manually constructed affect lexicons are also used

in the work presented in [30], where they are used to analyze

the Iranian public opinion and mood after the 2009 Iranian

presidential election, based on Twitter feeds.

In [28], it is argued that it is necessary to go beyond

using simple rules and hand-crafted emotion lexicons for affect

analysis. As an alternative, they suggest the use of supervised

machine learning-techniques (in their case, using the SNoW

architecture for learning a linear classifier in the used feature

space). Another way to automatically construct a discriminant-

word list based on labeled data is presented in [29]. There,

SVMs are used to classify the mood of blog posts. A number

of features were used as input the SVM, e.g., frequency counts

of unigrams, the sentiment of the words, and the pointwise

mutual information (PMI) between the words in the blog entry

and moods in training data. The presented results are modest

for identifying specific moods in the blog posts. Somewhat

surprisingly, aggregating the mood sets into two single clusters

(positive moods and negative moods) and thereby transforming

it into a sentiment analysis problem rather than an affect

analysis problem did not yield much better results. However,

it was observed that an increase of training set size yielded

improved performance, indicating that better performance can

be achieved with even larger training data sets. In a follow-

up experiment described in [18], the SVM was changed to a

simple Pace regression classifier (a form of linear regression

analysis), and the task was changed to capturing aggregate

(global) mood levels in blog posts rather than classifying each

individual post. The obtained results indicate that predicting

the intensity of moods over a time span can be done with

quite high degree of accuracy. Of relevance to Alert4All is also

the discovery that the proposed method failed to discover the

high percentage of bloggers reporting moods such as “sadness”

after the large-scale terror attack taking place in London on the

7th of July 2005. Frequently used words were, e.g., “terror”

and “al-Qaeda,” and since these were not part of the training

data, the method failed to discover the changed mood. This

shows the importance of having a representative training data

set for learning.

A conditional random field (CRF) classifier is used in [26]

for emotion classification of blogs as well as news headlines.

The training and test data has been annotated and verified

manually. Affect words lists for English and Bengali are

together with a number of features such as POS tags, sentence

length, and emoticons used as input to the classifier. An

obtained accuracy of approximately 60–70% is reported for

the emotion classification task.

A blog resource that has been used in some experiments on

affect analysis [18], [29] is the weblog service LiveJournal.

Their web interface allows the blog authors to indicate their

mood when writing the blog update by selecting a mood from

a predefined list of 132 moods (or by entering a mood of their

choice in free-text). As observed in [29], this resource has the

disadvantage of having a potentially low level of annotator

agreement, since it is likely that their definitions of various

moods will differ. Another potential problem is that many of

the moods are not real emotions or moods (e.g., “working”).

With this said, the resource is a non-artificial large-scale

resource complete with labels of mood indications, making

it a very interesting data source. Furthermore, to remove blog

posts with unwanted moods is an easy task, making it easy

to reduce the dataset to consist only of emotion categories

of interest. Weblogs are also used in [32] and [33], where

emoticons are used as labels of emotion categories for blog

posts in the Yahoo! Kimo Blog service. WordNet-Affect [32]

is a linguistic resource for lexical representation of affective

knowledge, derived from WordNet. WordNet-Affect can be

used as a basis for an affective lexicon, since it assigns affec-

tive labels (a-labels) to a large number of WordNet synsets

and words representing affective concepts (e.g., emotions,

cognitive states, behaviors, and feelings). As for many other

resources, WordNet-Affect is limited to English.

VI. DISCUSSION

Since the tool described in this paper deals with techniques

for automatic retrieval of UGC and the analysis of the retrieved

text, it becomes important to consider ethical aspects of such

work. It is not very hard to come up with a scenario in which

these kinds of techniques can be misused by the wrong type of

regime (e.g., for tracking people that have a negative sentiment

against the current regime in a country). However, this is

obviously not the purpose of the work presented here. The

purpose is instead to contribute to the overall goal of Alert4All,

i.e., to improve the effectiveness of alert and communication

towards the population during a crisis. Neither are these types

of techniques completely novel. Rather, it is the application of

the techniques to crisis management that is new. Hence, the

kind of ethical issues related to the SNM tool are no different

from those related to other types of tools dealing with social

media monitoring and analysis.

That said, it is obvious that this kind of application has

to take data protection and privacy issues into consideration,

since individuals’ have a right to privacy. Processing personal

data with respect to this right is regulated in the EU directive

95/46/EC. In order not to interfere with this right, we will

take a number of actions for reducing the impact on privacy

issues. These actions include the use of strict data retention

periods, constraining the user’s direct access to the data, and

to not store any user IDs in the database. We are also currently
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looking into available techniques for privacy-preserving data

mining, in order to see if such techniques can also be applied

on unstructured data to further strengthen the citizens’ privacy.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we have presented a tool for social media

monitoring and analysis, which we refer to as the Screening

of New Media (SNM) tool. The purpose of this tool is to be

used in crises for providing authorities with an understanding

of how citizens’ are reacting to communicated alert messages.

This will be achieved using web harvesting techniques as

well as open APIs to retrieve relevant posts, and by using

sentiment and affect analysis techniques for classifying the

emotion states expressed in the acquired posts. In order to

build a state-of-the-art system for this task, we have made a

literature survey on existing research on sentiment and affect

analysis, as well as identified relevant information sources to

include in the data acquisition phase. The results from this

study have influenced our design of the system which is now

finished. In the next phase of the project the system will be

implemented and integrated in the overall Alert4All system.
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