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Abstract—In order to be able to successfully defend an IT
system it is useful to have an accurate appreciation of the cyber
threat that goes beyond stereotypes. To effectively counter poten-
tially decisive and skilled attackers it is necessary to understand,
or at least model, their behavior. Although the real motives
for untraceable anonymous attackers will remain a mystery, a
thorough understanding of their observable actions can still help
to create well-founded attacker profiles that can be used to design
effective countermeasures and in other ways enhance cyber
defense efforts. In recent work empirically founded attacker
profiles, so-called attacker personas, have been used to assess
the overall threat situation for an organization. In this paper
we elaborate on 1) the use of attacker personas as a technique
for attacker profiling, 2) the design of tailor-made cyber defense
exercises for the purpose of obtaining the necessary empirical
data for the construction of such attacker personas, and 3) how
attacker personas can be used for enhancing the situational
awareness within the cyber domain. The paper concludes by
discussing the possibilities and limitations of using cyber defense
exercises for data gathering, and what can and cannot be studied
in such exercises.

Index Terms—Cyber defense exercise; behavioral modeling;
attacker persona; cyber situational awareness.

I. INTRODUCTION

To “know your enemy and know yourself” was the key to
winning battles in the era of Sun Tzu during the 6th century
B.C., but this perpetual truth also holds for contemporary
“cyber battles.” In today’s society, a large organization’s com-
puter infrastructure is often complex, distributed and under
constant change, which makes “knowing yourself” a nontrivial
task. Possibly even more challenging, though, is to “know
your enemy” since today’s attacks may be hard to detect, and
even harder to attribute to a perpetrator. Additionally, attackers
possess varying skills, have different motives, and may be
organized in teams, etc. In this paper we assume that a fair
view of the threat that attackers pose can help improve cyber
defense. For this purpose we propose investigating ways to
obtain additional empirical data from so-called cyber defense
exercises (CDXs) [1] to create more elaborated attacker pro-
files. As mentioned, a key motive for the creation of these
profiles is to build upon an informed awareness regarding the
threat, as a necessary complement to a thorough understanding
of one’s own strengths and weaknesses.

In user-centered design, realistic profiling of the users of a
system is done by creating so-called personas [2]. Recently,
this methodology has been extended further into “attacker per-
sonas” [3], which is used for building more extensive profiles
of the adversary, that can in turn be used for an in-depth
discussion regarding the overall threat in terms of analyzing
both one’s own organization and the possible threats to the
organization [4], [5]. Furthermore, attacker personas can be
used to convey a sufficiently accurate sense of the cyber threat
that is relatively easy to understand to other stakeholders, such
as senior management and non-technical personnel, thereby
viewing the persona also as a communications tool [2]. A
crucially important aspect, however, is to empirically obtain
the data to be used for creating relevant attacker personas. This
is not an easy thing to accomplish: as commonly accepted
within the user-centered design field, there is a discrepancy
between what you do and what you say that you do, so
therefore it is important to find the right methods for making
the “attackers” actually generate the relevant, domain-specific
information to be used for the profiling. That is, one must come
up with relevant activities and means for making observations
in order to obtain the data needed for the persona creation
process.

Building on experiences from past CDXs, this paper dis-
cusses possible CDX setups, and a way to enrich attacker per-
sonas by using both qualitative and quantitative observations.
The main idea is to use a CDX to enrich attacker profiles by
designing a part of the exercise in such a way as to stimulate
the attacking teams to perform attacks that are as close to
assumed realistic attacker behavior as possible. This attacker
behavior can then be observed and used for determining the
“user” characteristics. In the long run, a number of such
observations can turn an initial uninformed view of the threat,
e.g., as being posed by the stereotypical “script kiddie profile,”
into a well-informed attacker persona description that can play
an integral role for analyzing the overall organizational threat.

The remainder of the paper is structured as follows. Sec-
tion II introduces the concept of cyber security exercises in
general, CDXs in particular, and discusses their usefulness for
scientific research purposes. Section III provides the necessary
background regarding personas as a means to portray users for
whom to design, and attacker personas as a means to portray
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elusive “users” that may pose a threat to the information
security of an organization. Then, Section IV discusses the
importance of obtaining relevant empirical data to be used for
both attacker persona validation and for obtaining a higher-
level understanding of how attacks are carried out, and presents
principles and best practices for CDX design for this purpose,
e.g., the use of incentive structures. A discussion regarding
the applicability of the described methods can be found in
Section V. Finally, Section VI concludes the paper.

II. CYBER DEFENSE EXERCISES

There are different types of cyber exercises. One type
is a table-top exercise that deals with cyber security on a
conceptual level. Other types take advantage of actual physical
resources, e.g., computers and networks to provide more or
less realistic environments for training purposes. Hoffman et
al. [6] propose a general taxonomy with small scale internal
exercises, national capture the flag (CTF) exercises, semester-
long class exercises, and cyber defense exercises, CDXs.
Sometimes an element of competition is involved. The goals
of cyber exercises vary between the development of offensive
(attack) skills that are typically the focus of CTF-exercises,
and the development of defensive skills that are trained in
CDXs.

A CDX typically involves computers that are interconnected
and run a number of services that are supposed to be secure
and available to legitimate users. The training infrastructure,
sometimes referred to as a cyber range, may be set up
predominantly with physical hardware, but also as a virtual
environment consisting of virtual computers and network
equipment. As mentioned, the exercises may be of different
scale with respect to the number of participants, number of
geographical sites, etc. When disperse geographical locations
are used the participating sites are normally connected via
presumably secure virtual private networks, VPNs, in order to
preserve the integrity of the exercise and to prevent “leakage”
of exercise activities to the public internet.

As noted by Mauer et al. [7], the first U.S. military CDX
premiered in 2001. Since then a number of subsequent ex-
ercises have been carried out under the auspices of the U.S.
military. The practice of conducting similar exercises, although
of less bellicose nature, was later adopted and developed by
academia as well [6], [8], initially in the United States. Due
to the nature of computer security, where scientific insight
benefits greatly by being coupled with applied skills [9],
hands-on exercises are increasingly developed and used in
contemporary university education endeavors [1], [10], [11],
[12], [13] whilst already being the main focus in professional
training activities [14].

The scope and purpose of CDXs are (to provide) “interactive
learning opportunities in realistic scenarios” [7]. A possible
theoretical explanation for the successes of CDX training may
be derived from Kolb’s pedagogical model of experiential
learning [15]. Beside the technical training components of
CDXs [16], Hoffman et al. [6] argue that they also provide
training for other components, such as for legal, ethical and

forensic competencies. By convention the participants are
divided into different teams, typically at least one blue team
that is assigned to defend resources, one red team that is tasked
to attack, degrade or destroy resources, and one white team
(exercise management) who are observers or judges [8], [17],
[18].

In order to keep track of the progress of the participants
there is a need for solid performance metrics that can be
measured [19]. Patriciu and Furtuna [20] list metrics of two
main types: the number of occurrences of some event, and
the time elapsed between certain conditions, e.g., up-time and
down-time [7].

There are a number of advantages with CDXs. Foremost
they provide a controlled environment where it is possible to
observe attacks in some detail, but also to positively attribute
them to an attacker. As mentioned earlier, it is also possible
to train non-technical skills, such as the improvement of
teamwork and other interpersonal skills [7]. CDXs can also
produce scientifically valuable data, labeled datasets [21], [22],
that can be used for research. The rationale for this is that
genuine data is hard to come by, and that the validity of
artificially generated datasets may be questioned. In the widely
used DARPA/MIT Lincoln Laboratory dataset from 1999, for
example, it was discovered [23] that all malicious packets had
a time to live (TTL) of 126 or 253, which obviously would
be unrealistic in a real-life scenario. CDXs, at least, have real
people performing attacks, even if some of them are carried
out using simple standard tools [21].

However useful CDXs may be, there are also a number of
drawbacks. The training environment is still an artificial milieu
with an unproportionate amount of malicious activities com-
pared to the everyday situation [21]. The duration of a CDX
is limited which in turn increases the workload per time unit
of the participants. Furthermore, the absence of “background
internet noise” [21] or “internet background radiation” [24],
such as scans, diverse automated attacks, malformed packets,
flooding backscatter, etc., may also contribute to distort both
the psychological reality of the exercise and the validity
when using exercise data to, e.g., tune intrusion detection
systems [25]. Psychological factors such as stress levels may
also be hard to recreate in exercises.

To summarize, it appears that CDXs are suitable for the
training of cyber security specialists, but also for the collection
of labeled datasets that can be used for research.

III. PERSONAS AND ATTACKER PERSONAS

The term persona was first introduced by Cooper [2], and
has become a critical part of user-centered design. Emphasiz-
ing the use of fictitious characters for representing the user in
the design phase of a system, Cooper argues that the term
user is elastic in nature, because the user will “bend and
stretch” and behave differently under different circumstances.
Referring to the resulting risk that the term “user” is perceived
differently by different people within the design team, Cooper
proposes personas as a tool to bridge this gap.
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A persona is a collection of common attributes derived from
a group of users who share common goals and usage patterns
represented into a single personification. The personas are
typically created by using collected data about the anticipated
larger user community [26].

Each persona comprises attributes such as motivations,
attitudes, skills, activities and goals, a picture, etc., and
other domain relevant attributes related to the purpose of the
persona. Note that Cooper, in the context of user-centered
design, refers to skills principally as the ability to use/operate
software. The idea behind developing personas is to make
way for a system design that is user-centered, and to provide
a methodology that minimizes design biases resulting from
different interpretations of the term “user” that may result in
an undesired designer-centered or technology-centered design
of the system. The main attributes in the persona descriptions
should reflect relevant properties of the target group in mind,
but additional verbose descriptions that are not completely
researched are also allowed in order to make the descriptions
more life-like and personal.

However, the persona methodology has also been criticized
where, e.g., Portigal [27] argues that the persona can be
perceived as a stereotypical representation of the user, and
thus does not represent the real user. Another potential pitfall
is using too many attributes for the persona, in which case
Chapman et al. [28] claim that it narrows down the number
of people it really identifies considerably, maybe to the point
of irrelevance.

Steele and Jia [29] proposed that the personas technique
can also be of use for the design of secure systems. To denote
personas with these adversarial aspects in mind, they proposed
the usage of the “anti” prefix, e.g., anti-scenarios, anti-use-
cases, and anti-personas. Later the term “attacker persona”
was proposed [3] to specifically encompass the behavior of
archetypical attackers of systems.

The critical question that we are addressing in this paper
is how we can develop these attacker personas further, since
real attackers in action tend to take precautions to cover their
tracks, thus making observation difficult.

Atzeni et al. [3] have tried to answer this question by pre-
senting a methodology which relies on using existing IT secu-
rity literature as the major source of information. The proposed
methodology mainly relies on data derived from open source
threat taxonomies followed by affinity diagrams to rationalize
their assumptions. However, we argue that merely relying on
the literature can potentially lead to attacker personas that are
stereotypical which, in turn, can result in attacker personas that
are either exaggerating or underestimating the attacker threat.
Thus, we conclude that attacker personas can and should
be further developed by combining empirical data with data
extracted from the literature. Such empirical data can to some
extent be gathered from the (friendly) defending side through
interviews [30], but to gather data from the (non-cooperative)
attacking side calls for more elaborate techniques.

Attacker
persona

description

Red team
attackers

Cyber Defense eXercise (CDX)

Game rules
and incentive 

structure

Attacker persona
information from

literature

Data collection
1. Recordings
2. From blue team
3. Self-reported (red))

Red team behavior
Attacks

Analysis

Additional empirical data

Fig. 1. The scheme envisions the process of using a CDX for collection of
empirical data to be used for attacker persona refinement.

IV. CYBER DEFENSE EXERCISE DESIGN

We propose that a CDX, in addition to its overarching goals
and objectives, can also be specifically tailored for the purpose
of refining attacker personas according to Fig. 1. A medium-
to large-scale CDX is typically organized with defenders (blue
teams), attackers (red teams) and a number of support teams.
All CDX participants are given a scenario which ideally is
aligned with the overarching exercise objectives. The attackers
are instructed to conduct attacks against various IT resources
according to some rationale that is given to them, while
the defenders are instructed to uphold the defenses for their
assigned resources. Personas, according to Section III, can be
used to set the mood and emulate realistic behavior for both
attackers and defenders.

A. Incentive Structures

While it is clear that the actions taken by attackers (and
defenders) depend on their incentives, this has traditionally
been considered difficult to measure in CDXs. For example,
Sommestad and Hallberg [22], note that “the incentives that
real attackers or defenders act upon” appear difficult to assess
in exercises or competitions.

However, while the full complexity of real-life incentives
cannot be reflected in a CDX, this does not mean that some
incentives cannot be deliberately included. In particular, the
incentives of the game can be set to reflect different relevant
motivations. It is useful to consider a few examples of how
such incentive structures within the game might look:
Espionage. In this game, points are awarded for obtaining

secret information stored in the opposing team’s network.
Points are deducted (possibly more than are awarded) if
the opponents discover that information has been stolen.
This setup does not explain why an attacker commits
to espionage, but it does indicate measures prone to be
taken by an attacker who is looking for information while
simultaneously covering his/her tracks.

Insider. In this game, a member of the team is subverted by
the exercise directors to act as an insider, assisting the
opposing team regarding their objectives. Various setups
are possible, ranging from those where the insider is
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exposed after the end of the exercise, to those where
his/her actions are kept secret even to the team he/she is
secretly helping, and where he/she is given an additional
secret payment afterwards by the exercise directors. This
setup does not explain why someone decides to become
an insider, but it offers the chance to study insider modus
operandi in realistic circumstances.

Ideological attack. In this game, points are awarded for
wreaking havoc on the opponent, and nothing is deducted
for being caught or clumsy. This setup does not explain
why an attacker has a certain ideological conviction, but it
offers a chance to study attackers who do not care about
caution or reprisal.

B. Data Collection

As discussed in the preceding sections, it is critical to collect
empirical data for developing the attacker personas so that they
are not just assumptions but also based on facts to the largest
extent possible. Tariq et al. [5] argue that there are approaches
to collect empirical data for the purpose of developing attacker
personas. As discussed in previous sections, CDXs provide
a unique opportunity to examine attack behavior in detail
as attacks are executed by the red team. Drawing upon
the taxonomy for cyber incidents proposed by Howard and
Longstaff [31], factors such as tools, vulnerabilities, attacker
actions, targets (e.g., CDX target systems) and unauthorized
results (e.g., successful outcomes of attacks), are conveniently
collectable.

However, not all types of data needed for the development
of attacker personas are readily available in CDXs. As identi-
fied [31], relevant data about actual attackers and their objec-
tives are not directly available because they do not participate
in the CDX. As exemplified within many domains [32], [33],
directly interviewing stakeholders is indeed possible but is also
challenging and requires significant efforts. Another way is
to use data collected from self-reported attackers. However,
the question of the validity of such information remains, as
it is possible that the respondents either underestimate or
overestimate their own skills and knowledge, which in turn
leads to a misleading picture [34].

It should be noted that the use of the attribute “skills,” differs
from its meaning in the context of user-centered design as
developed by Cooper. For the context of attacker personas the
term denotes an individual’s ability to perform actual attacks,
whereas Cooper refers to the skills with regards to operate the
software of the IT system.

In order to develop attacker personas, the following data
can be collected:
Measured data from recordings. Behavioral characteristics

of the red team attackers. Data about used tools, exploited
vulnerabilities, targeted systems, attacker actions includ-
ing details of attack execution as well as results of the
attack activities (unauthorized access) or failures.

Data from observations. Information from the blue team de-
fenders about the red team attackers. Since attacks often
are carried out in multiple steps, there will sometimes

be a dynamic interplay with competent defenders. Ad-
ditional information about how the blue team defenders
perceive attacker activities can therefore be collected in
a systematic way.

Self-reported data. Details about the red team attackers. Bio-
graphical data about CDX participants acting as attackers
can be collected. Data such as gender, age, marital status,
etc., as well as information about their skill level is of
interest, including current work, formal education, and
other pertinent skills.

For the first type of data collection for persona and scenario
development, which measures the skills, systems that record
participants’ actions on both the network level and the system
level are needed. This can be accomplished by using network
monitoring tools at the network level, and by setting up a
sandbox environment at the system level. The cyber range
mentioned in Section II is an example of a system supporting
this kind of data gathering. The recorded information can
then be related with the data collected from the other data
in order to obtain further insight regarding how the relevant
persona/attacker performs attacks.

For the second type of data collection, in which skills
are observed, the blue team defenders, who presumably are
the IT security experts, can provide insights based on their
observations regarding the attackers’ skills, behavior traits,
goals, suspected motivations, and so forth. This data can be
collected both qualitatively and quantitatively, and can then be
used to further refine the personas.

The third type of gathered data—skills reported in ques-
tionnaires given to the red team prior to, or in conjunction
with, the CDX—can be used to, if possible, infer additional
insights by comparing their given “profiles” with their actual
accomplishments in their attacking endeavors, to further refine
the attacker personas.

The totality of the collected data can thus be used to validate
the assumptions about the initial attacker personas used, which
were created using data gathered from the literature similar to
the example persona depicted in Fig. 2.

To get hold of the attributes mentioned above, it becomes
pivotal that the tasks are designed in a way that they enable a
certain level of diversity. Neither the scenarios, nor the tasks
can therefore be too specific. That is, the idea of using attacker
personas is to distinguish between categories of attackers that
perform attacks in different ways. This difference in attack
pattern might, e.g., be based on the motivations and the goals
of an attacker which an attacker persona is well suited to
describe. To further elaborate on the issue, let us consider
an ideologically motivated attacker who has a particular goal,
perhaps to deface a popular website. In this particular case,
the attacker might not care about hiding his/her footprints
since he/she wants to show his/her presence. On the other
hand, an attacker motivated by espionage might attack the
target in a more cautious way since the goal, by definition,
is to steal critical information without getting caught. The
approach taken by this latter kind of attacker will likely be
more thoroughly planned and rather than attacking the system
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IDEOLOGICALLY MOTIVATED 
MOTIVATIONS: FREEDOM, POLITICAL CHANGE THROUGH DIRECT 
ACTION, PROPAGANDA 

“Martin” is 17 years old and lives with his parents. He has been using computers 
from a young age, and got interested in computer networking when he was a 
college student. In his early days, Martin would attack computer systems for 
fun and brag about his accomplishments. As he grew up, however, he realized 
that he could use his skills for the betterment of humanity. Being ideologically 
motivated, Martin decided to spread his message by breaking into corporate 
and governmental websites, leaving political messages behind. 

Attitudes: Martin feels passionate about his political views and wants to share 
them with the world. He tends to deface popular websites and does not shy 
away from making it public. In most cases, Martin leaves behind politically 
motivated messages on the defaced websites, and he proudly claims responsi-
bility for the attacks. He wants his web defacement attacks to be reported on 
in news/media/blogs so that more individuals can hear his message. 

Relevant competences/skills: Martin has a good understanding of operating 
systems combined with equally good programming capabilities. He can tweak 
scripts on his own, and can perform fairly complicated attacks against most 
organizations. 

Activities: These days Martin is interested in finding people that share his 
ideological conception of the world. He uses social networks and blogs to 
maintain his presence on the web, and he believes that an organized group of 
attackers can be more effective than an individual alone. He has developed 
underground chat channels for this purpose, where relevant information is 
being shared by the members. It is also believed that he guides young attackers 
so that they can help him in his cause. 

Current goals: Martin’s goal is to use the internet to call for action in order to 
challenge the prevailing authoritarian ideology. 

 

 

“It is time to challenge 
the status quo and free 
ourselves from being 
their slaves.” 

Fig. 2. The persona in the figure depicts the ideologically motivated attacker
“Martin.” Martin has been attacking organizations for ideological reasons,
primarily triggered by his beliefs regarding freedom of information.

directly the espionage attacker will probably take measures
to conceal his/her actions. Similarly, a financially motivated
attacker cares about the financial gain rather than the target
itself, and will try to find a system which is easy to attack
relative to the financial gain. Hence, this kind of attacker
can be expected to try to scan as many different systems as
possible.

V. DISCUSSION

In this paper we have argued that attacker personas can be
improved by using empirical data collected from CDXs and
similar types of games or exercises. It is important, however,
to consider both the limitations and the strengths of this claim.
Following Raser [35], we distinguish between four criteria for
the validity of gaming as a research tool:

1) psychological reality,
2) structural validity,
3) process validity, and
4) predictive validity.

For some research questions, these criteria are relatively easy
to meet. If the objective is to find the success rate of remote
code execution attacks (as described by Holm et al. [36]),
then the exercise environment can be set up accordingly, and
whenever a remote code execution attack is performed by
the red team, the simulation environment ensures structural
validity (operating systems, communication protocols, etc., all
work just like in reality), process validity (finding vulnera-
bilities, using exploits, obtaining privilege escalation, etc., all
work just like in reality), and predictive validity (what works
in the simulated environment works in reality—if the real
systems are configured just like the simulated ones). As for

psychological reality, this research question requires only that
participants, once in a while, actually attempt to perform a
remote code execution attack.

For other research questions, such as the incentives of real
attackers and defenders, it might seem that the requirement
for psychological reality becomes prohibitive, requiring the
participants to actually be, say, ideologically or financially
motivated. (Indeed, not even economic incentives for the par-
ticipants are certain to make them financially motivated: “Sub-
jects may make competitive choices not because they want to
maximize their point totals, but because they want to beat
the other person,” as noted by Schlenker and Bonoma [37].)
However, as argued in Section IV-A, there is a middle ground.
By deliberately designing the incentives of the game, some
knowledge about behavior under different incentives, corre-
sponding to different attacker types, can probably be extracted,
as illustrated in the examples given above.

These examples also shed some additional light on the inter-
play between personas and CDXs. The qualitative information
making up personas is required for proper incentive structures
in exercises to be set up. The results of the exercises can then
serve to enrich the personas with realistic courses of action for
different attacker types, operationalized by exercise incentives.
Such behavioral information can be both qualitative, e.g.,
common modi operandi for espionage, and quantitative, e.g.,
the relative detection rates of ideological attackers compared
to insiders.

However, it is also possible to use the data collected from
CDXs to create completely new personas, rather than improve
existing ones. Given enough behavioral data from the exer-
cise, or several exercises, exploratory factor analysis can be
carried out to create data-driven personas. This methodology
is developed in greater detail by McGinn and Kotamraju [38].

VI. CONCLUSIONS

In this paper, we have elaborated on attacker profiling, and
the possibility to create more realistic profiles using techniques
employed within the user-centered design community. The
paper has presented an approach to complementing the estab-
lished practices of developing attacker personas. It has been
argued that attacker personas that are solely based on literature
studies and interviews run the risk of being stereotypical, and
must be complemented with empirical knowledge originating
from a more realistic environment. Further, a technique for
complementing existing knowledge by obtaining additional
empirical data from CDXs has been presented. The idea
is to compare the reported skills of individual attackers or
groups, that were acquired through questionnaires, with what
they actually accomplish in a CDX in order to create more
comprehensive attacker personas, that can be used to convey
a sense of the cyber threat, and to ultimately aid in decision-
making about cyber security.

The major contribution of the paper is the presented tech-
niques for using CDXs to obtain empirical data to increase
knowledge of attacker behavior, thereby allowing attacker
personas of better quality to be developed.
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Further work involves the refinement of the technical setup
of CDXs in cyber ranges, to properly enable extensive data
collection on a suitable abstraction level. In the future we will
work in parallel with other kinds of empirical data gathering
methods (literature studies, interviews, etc.) in order to further
refine a set of attacker personas to ultimately come up with
best practices for how to use CDXs as a means to enrich the
attacker persona descriptions.
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