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ABSTRACT

Our digital societies are vulnerable to cyber crises. Without cyber-resilient organizations, vital societal functions
may suffer incidents or loss of service. The diverse roles involved in cybersecurity decision-making require cyber
situation awareness to uphold robust cybersecurity. Existing systems and processes supporting cyber situation
awareness are not tailored to organizational needs, either at the role or the group level. This study explores the need
for socio-technical system support, presenting common operational pictures supporting cyber situation awareness for
staff handling cyberthreats. The participatory design method video prototyping was used to elicit needs from staff in
a large, complex, public sector organization providing essential services. All participants have roles in cybersecurity
crisis and incident management. Results from the video prototyping workshop suggest that cybersecurity staff need
(i) a single support system for incident management, and (ii) a shared data repository underpinning (iii) role-specific
common operational pictures. The envisioned system support provides traceability and accountability.
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INTRODUCTION

Accelerating digital transformation is making governments, organizations, and citizens reliant on digital technologies
to provide essential services, manage business processes, and perform routine everyday tasks (Abidi et al., 2025).
With this development, our digital societies are becoming increasingly vulnerable to various cyberthreats, which
can stem from intentional, unintentional, or natural causes. Threat actors are keeping abreast of security measures
taken to keep digital infrastructure and assets secure (World Economic Forum, 2024). Going forward, without
cyber-resilient organizations vital societal functions and digital infrastructure may suffer incidents and loss of
service (Hausken, 2020).

Staff involved in cybersecurity work require cyber situation awareness (CSA) to uphold strong cybersecurity in
order for their organizations to be cyber-resilient, especially in times of crises. Existing systems and processes
supporting CSA might not be sufficient for cyber-resilience (Bellini et al., 2025). In addition, systems supporting
customized visualizations of common operational pictures (COP) for CSA are needed (Conti et al., 2013; Jiang
et al., 2022; McKenna et al., 2015). In the context of permeating digitalization and rising cyberthreats, the aim
of this study is to explore the system support needs for common operational pictures (COP) supporting CSA for
staff involved in incident management. To that end, the following research question was formulated: What are the
needs for system support for common operational pictures to aid cyber situation awareness for staff involved in
cybersecurity work in a large, complex organization?

To answer the research question, this study focuses on the needs of staff involved in cybersecurity incident
management in one large, complex organization with staff in different localities. The organization operates in
the public sector, with several thousand members of staff employed in the core organization and its subsidiaries.
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Somewhat simplified, the organization is complex in the sense that it does not have a straightforward, hierarchical
organizational structure, but rather consists of core administration and several satellite organizations fully or
partially owned. The organization provides various essential services and infrastructure. The different parts of the
organization share some systems but do not have shared systems supporting cyber crisis management for staff in all
parts of the organization.

BACKGROUND

This section presents background to situation awareness, cyber situation awareness, and common operational
pictures. It also provides a short introduction to cyber crises, and gives some background to participatory design.

Situation awareness, cyber situation awareness, and common operational picture

Cyber-resilience, according to Björck et al., is “the ability to continuously deliver the intended outcome despite
adverse cyber events” (Björck et al., 2015, p. 312). For organizations to be cyber-resilient, the members of staff
involved with cybersecurity work in the organizations need to have cyber situation awareness (CSA), a prerequisite
for successfully exercising cybersecurity command and control (Brynielsson, 2006). There are several models and
definitions of situation awareness (SA) presented in the research literature (Salmon et al., 2008). Mica Endsley’s
three-level SA model is one of the most widely used, and it defines situation awareness as “the perception of the
elements in the environment within a volume of time and space, the comprehension of their meaning, and the
projection of their status in the near future” (Endsley, 1995, p. 36). The model introduced by Endsley (1995)
is an individualistic cognitive model comprising three levels, where Level 1 SA is perception, Level 2 SA is
comprehension, and Level 3 SA is projection.

Franke and Brynielsson performed a systematic literature review on CSA where they take CSA to be a subset
of SA that regards the cyber domain (Franke & Brynielsson, 2014). Research into CSA has mainly focused on
technical solutions and not so much on the human side (Ahmad et al., 2021; Barford et al., 2010; Franke et al.,
2022). Research concerned with the human side of CSA has often focused on operators in Security Operations
Centers (SOC) defending networks (Ofte & Katsikas, 2023). Operators in the SOC are not the only members of
staff in need of CSA in an organization, though. Different actors that become involved in handling cyber incidents
have different CSA needs (Franke et al., 2022; Gutzwiller et al., 2020).

Often discussed in connection with SA (and sometimes in confusion with it) is the COP. A COP is an artifact of
some kind with the aim to provide actors with a “picture” of what’s going on, whereas SA is a mental state where
an actor has awareness of what’s going on (Franke et al., 2022). It is not difficult to see how they are related as,
somewhat simplified, the purpose of a COP is, basically, to facilitate SA. The COP has its origins in the military
domain, and is also an integral part of crisis management (Comfort, 2007; Copeland, 2008). According to Wolbers
and Boersma (2013), the initial view of a COP as an “information warehouse”, where information is managed and
stored, is giving way to a view of a “trading zone”, where actors negotiate the information to make sense of it.
COPs are not only helpful tools during crisis management but they could also be used for organizational learning
after the crisis (Pilemalm et al., 2021).

In the crisis management literature, different aspects of the relationship between SA and COP have been studied.
For example, Danielsson et al. (2014) investigate the relationship between COP and SA, and their findings show
how information from different sources influences and changes the COP over time, and that the COP is used as
information input to form role-specific situation awareness. In Steen-Tveit and Radianti (2019), it is noted that if the
actors involved in crisis management use other information-sharing channels, such as one-on-one phone calls or text
communication, than those that are used to build the COP there is a risk that the actors do not share the information
conveyed there with other actors who might need it to form their SA.

In the cyber domain, COPs have been studied in different areas, e.g., the military (Conti et al., 2013; Kim et al.,
2023), or for sector-specific needs, such as the financial sector (Varga et al., 2021). A single COP is not sufficient to
provide the required CSA for everyone in a specific organization though. McKenna et al. (2015) uses personas to
suggest that diverse roles have different needs for cybersecurity visualizations. However, as pointed out by Jiang
et al. (2022) there are few studies on cyber COPs for staff at all levels in an organization and this is an area for
future research. This study addresses this research gap by investigating COP needs in support of CSA for (i) staff in
various roles (ii) within the context of a large, complex organization.
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Cyber crises

Events in the cyber domain have the potential to develop into cyber crises. Cyber crises can be seen as a type of
transboundary crisis when they cut across multiple domains, progress at uneven rates, are challenging to foresee,
involve numerous actors with unclear responsibilities, and lack predefined solutions (Kuipers & Boin, 2015). One
example of a cyber event turning into a cyber crisis is the NotPetya attack. The NotPetya wiper malware, designed
to destroy data, was first observed in Ukraine and then spread globally in 2017 (Stoddart, 2022). One of the global
organizations impacted by the malware was the shipping company Maersk, where the malware caused disruptions
in supply chains worldwide for Maersk customers, and Maersk themselves suffered a financial loss of about 250
to 300 million USD (Greenberg, 2018). The NotPetya attack has the characteristics of a transboundary crisis as
outlined by Kuipers and Boin (2015).

While NotPetya was designed to destroy (Stoddart, 2022), there are other ways cyberthreats can cause harm.
Vulnerabilities are a very common such threat to cybersecurity and cyber-resilience. Managing vulnerabilities is
part of the everyday activities in most organizations. However, some vulnerabilities are more severe in nature and
are rated as “critical”, i.e., rated a 10 on the 1-10 vulnerability scale (FIRST, 2024). In the Swedish context, the
Swedish Civil Contingencies Agency hosts the national Computer Security Incident Response Team, CERT-SE,
which issues automatic notifications to direct attention to technical vulnerabilities and ways of mitigating them.1 In
2021, one such critical vulnerability was found in the ubiquitous logging tool Log4j, which served as a basis for
the scenario developed for the workshop conducted in this study. The vulnerability was ubiquitous and seen as
such a severe threat that US, UK, New Zealand, Canadian, and Australian cybersecurity agencies issued a joint
cybersecurity advisory statement with guidance on mitigating the vulnerability.2 While there are reports of exploits
of the vulnerability, it did not develop into a cyber crisis. However, at the time of working on mitigating the
vulnerability, such an outcome could not be foreseen and the vulnerability was treated as having that potential.

Participatory design for socio-technical system development

The ideas of socio-technical systems originate from the 1950s, when, in the British post-war coal industry, it became
evident that to uphold and develop effectiveness, the entire organization needed to be considered and understood. To
insert new technology was simply not enough (Trist, 1981). Socio-technical systems are complex systems consisting
of humans and technology and their relation, including organization, processes, goals, culture, stakeholders, and
regulation (Davis et al., 2014). The complex relations between those entities make it difficult to foresee the effects
of new system support systems (Hasan & Kazlauskas, 2009; Snowden, 2002). From a socio-technical design
perspective, the goal is to achieve well-functioning organizations where efficiency and effectiveness are mirrored in
a good work situation for the workers. To achieve this goal requires taking technical as well as social aspects into
consideration during development. To reflect the complexity of the socio-technical system, there are approaches
that allow development to be carried out in smaller steps, such as in an iterative development process (Rogers et al.,
2023) and incremental development process (Dove et al., 2023). This way, lessons learned regarding what leads to a
goal are utilized in future development steps. In such processes, different methods, such as user-centered design
methods for investigating aspects such as user needs of the socio-technical system, can be used.

There are many ways to investigate the relationship between humans and computerized systems. In the human-
computer interaction community, the user-centered design approach has shown a beneficial path to understanding
users’ needs since the 1980s (e.g., Norman and Draper (1986); Gould et al. (1991); Mao et al. (2005); Still and
Crane (2017)) including participatory design methodology that, according to Bødker et al., “starts with the current
practices of people in groups and organizations and uses future alternatives for joint reflection and action” (Bødker
et al., 2022, p. 3). One such activity, or method, is video prototyping3 (Mackay et al., 2000). User-based video
prototyping as a method can be suitable in a systems development process as well as for the design of artifacts
since it specifies the users, users’ activities and handling of interfaces or artifacts, and the process of handling them
(Brynielsson et al., 2013).

Video prototyping, which consists of a series of different activities, is a “quick and dirty” way of providing users
with a voice to describe their needs for performing certain tasks. It is especially applicable in situations where it is
difficult to get access to the users for several or longer periods of time, or to study their work in their real setting, or
to understand their work under certain conditions, such as during an emerging cyber incident. The method is based
on real situations, real users’ experience, knowledge, and needs, i.e., specific needs, and suggests future solutions

1https://cert.se/rad-och-stod/ants/.
2https://www.cisa.gov/news-events/cybersecurity-advisories/aa21-356a.
3Here we refer to video prototyping as an activity done by the users to show the designers, not the other way around, where video prototyping

is done by designers to show users.
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to those needs, i.e., general solutions and design ideas (Westerlund, 2009). In chronological order, the video
prototyping methodology includes a brainstorming session on a specific topic, where participants share problems
and needs with one another in words, written on post-it notes or verbally, and create storyboards to show their
ideas as a way of step-by-step detailing the unfolding of a scenario. After the scenario planning, the participants
assign actors and make the props that need to be part of the video prototyping, film the scenario, and finally, the
participants show their video prototypes to one another, give feedback, and discuss the suggested design ideas.

There are several benefits to the method. The designers and researchers get the users’ own descriptions of their
needs and not filtered through the lens of a designer. This includes the process of a task as well as the interface, in
narrated, drawn, and filmed format, that the users themselves have reviewed, all of which are valuable input to the
analysis. For the users, video prototyping activities are a sort of informative and fun work-related get-togethers,
often where unknown problems and issues within the work organization or between roles are brought into light.

METHOD

Using participatory design methods, this study explores the needs for system support presenting common operational
pictures supporting cyber situation awareness for staff handling an emerging cyberthreat.

Participants

The seven participants in this study were all staff connected to a large, complex organization and they all require
adequate CSA in their role. All but one participant had previous experience from various types of collaboration
during the organization’s handling of the critical Log4j vulnerability dubbed Log4Shell, which, at the time of
discovery, the UK National Cyber Security Centre said had the potential to be “the most severe computer vulnerability
in years” (National Cyber Security Centre, 2021). The six participants with experience of Log4Shell participated in
a parallel case study on the handling of Log4Shell in their organization and were asked in connection with that
study if they wanted to participate in another study relating to system support for cyber situation awareness. The
seventh participant was recruited through their position in the organizational CERT. Participant group, role, and
time in the role are outlined in Table 1.

Table 1. Participant groups and roles

Group Participant Role Time in role

1 P1 CISO 11 yrs
1 P2 CERT technical lead (Consultant) 5 yrs
1 P3 Information security coordinator (Subsidiary) 7 yrs
2 P4 IT director 12 yrs
2 P5 CERT manager 5 yrs
2 P6 Process lead incident management 4 yrs
2 P7 CERT analyst < 1 yrs

Workshop

The recruited participants were invited by email to a workshop at the organization of one of the authors to minimize
interruptions from the workshop attendants’ respective workplaces and to provide a new setting. The workshop
was scheduled for three hours and started with obtaining informed consent from the participants before a short
presentation on user-centered design and video prototyping. The participants had been pre-divided into two groups
with the aim of getting diverse roles and experiences in each group. The groups were presented with a scenario,
outlined in Appendix A, which had similarities to the Log4j vulnerability from which they had previous experience
so as not to spend too much time trying to understand the implications of the vulnerability. The first task of the
workshop was for each group to create storyboards where they make their support system needs and COP needs
concrete. They were instructed not to limit themselves in terms of what technology can do today or with compliance
restrictions. The groups were provided with separate rooms to work in with workshop materials and a researcher
serving as facilitator. After the storyboard session, the groups came together to present their ideas to each other and
give feedback on each other’s ideas. The second task was to produce a video prototype based on the storyboard and
feedback showing their needs for support system and COP. When the filming was done, the groups gathered again
to show their video prototyping ideas to each other and discuss them.
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Empirical material

The video prototyping workshop generated a diverse empirical material. In addition to the films created by the
participating groups, the participants in Group 1 created individual storyboards, whereas there was no storyboard,
individual or group, created in Group 2, but rather a narrative. Photos from both groups, as well as researcher notes
from the presentations and discussions during the day were collected. The empirical material is detailed in Table 2.
Due to the sensitive nature of the material, the video prototypes themselves cannot be shared.

Table 2. Empirical material

Item Description

Video1 Group 1 film 2 min 3 sec
Video2 Group 2 film 3 min 19 sec
Story1 Storyboard P1 Group 1
Story2 Storyboard P2 Group 1
Story3 Storyboard P3 Group 1
Photo1 Photo from Group 1 work showing parts of process
Photo2 Photo from Group 2 work showing interfaces
ResNot Researcher notes from presentations and discussion

Analysis

The empirical material listed in Table 2 was processed iteratively by the authors, focusing on the following issues:
(i) what role-specific needs for COP information elements are expressed, and (ii) what needs for shared COP
information elements are expressed, and (iii) what aspects of incident handling processes can be identified. To
identify instances of these issues, the author(s) created the equivalent of a “service blueprint”, i.e., a diagram
that shows the relationships between people, process, and technology (Gibbons, 2017). Service blueprinting is a
commonly used method within the user experience (UX) and service design community, to visualize who needs to
do what, when, and with what, in a “swim-lane format” in order to design a service. In addition, it can also be used
to generate and transfer insights between competencies by using the service blueprinting method during the analysis
and design of complex matters, as for example in Magyari and Secomandi (2023).

The service blueprint diagram, as seen in Figure 1, shows the roles present in the empirical material, and the
progression of events and certain needs expressed in connection with those events as manifested in the empirical
material. The sticky-note shapes identify the source of the data, film, storyboard, or other to aid the researchers in
back-tracking the empirical material. When identified events and needs were mapped up sequentially, additional
needs were identified and marked with small sticky notes in different colors. This was done manually due to the
sensitive nature of the topics discussed in the empirical material.

Figure 1. Ongoing analysis of the empirical material. Large sticky notes denote sources: oval for video prototype,
yellow for storyboards, orange for other. Small sticky notes denote other aspects: pink for need, yellow for
traceability, orange for accountability.
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RESULTS

This section presents the results from the workshop in the form of summaries of the empirical material pertaining to
each group.

Group 1

Video1 is a silent movie that starts by showing how P2 creates a ticket for the vulnerability, as shown in Figure 2.
Story2 from P2 additionally relates that they read up as much as they can on the vulnerability and also inform
others (e.g., P1) through an encrypted app. With additional information they make the decision that there is need
for additional monitoring of the incident and they start asking questions: What resources are available in the
organization? Where to gather trustworthy open source intelligence (OSINT)? What working methodology should
the CERT adapt?

Figure 2. Screenshot from Video1 and view P2

Video1 continues to show P3 on their premises working in the system seeing the vulnerability score critical 10,
which is the highest score available, systems listed in red or green indicating status, as well as a plan for resources
and emergency actions for their subsidiary, which can be seen in Figure 3. Story3 from P3 additionally relates that
they have a need to know what systems are affected by the vulnerability. How many of the critical systems for the
subsidiary are affected? How many of the systems with special legal compliance needs are affected? With additional
information the assert that there is a need to call in additional resources and they would like a chat in the system to
share specific information about the vulnerability. P3 then needs to take additional decisions. What is happening in
shared systems? What should be done locally in the subsidiary? Temporary actions to take? Permanent solutions?
They have also drawn a traffic light showing the status of systems in percentages of red, yellow, and green, where
they can follow the change as the situation unfolds.

Video1 ends with P1’s high-level view of the current status, Figure 4, with an overview of the organization,
showing what divisions are affected, what percentage of systems are patched, a foursquare COP showing the
status of Technology, Actions, Information, and Decisions, and a timeline showing the evolution of the situation.
Story1 provides additional needs of P1. They express the need to be alerted when an event is deemed serious
with information, if it is verified information, the severity of the incident. Is there a risk for business impact?
Organization-wide or local? They want to know if information has been shared with relevant stakeholders, and if
they have confirmed receiving the information. They also want to know if the information has gone out externally, if
there are suggestions for remedial actions, and what the remedial actions entail in the form of resource requirements.
Have the remedial actions been confirmed performed? P1 also wants to be able to see change over time to be able to
judge if the rate of change is sufficient.
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Figure 3. Screenshot detail
from Video1 and view P3

Figure 4. Screenshot detail
from Video1 and view P1

Figure 5. Screenshot detail
from Video2 and view P7

Figure 6. Screenshot detail
from Video2 and view P4

Figure 7. Screenshot detail
from Video2 and view P7
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Group 2

Video2 starts with P7 stating they have found out about the critical vulnerability and they alert their manger (P5),
colleagues, Incident Manager (IM) (P6), and send a CERT-message to all organizational units. P6 receives the call
from P7 and proceeds to update the common operational system with what systems are affected, as depicted in
Figure 5. That the CERT has an established process and calls IM is mentioned during the storyboard discussion and
captured in ResNot.

Video2 continues with P6 calling P4 to inform them about the seriousness of the situation, and urging them to
access the common operational system, which P4 does. They look at a foursquare COP showing Facts, Assumptions,
Measures, Communication, outlined in Figure 6. Based on what they see there, they decide that the Executive
Officer needs to be informed. P4 calls the Executive Officer (played by P5) to give a verbal account of what they
see in their COP, and the Executive Officer asks to be updated in 30 min.

The ending of Video2 shows P7 viewing a single system from the long list of systems seen in Figure 5. P7 says they
are accessing a specific system in the common operational system to find information about the system’s operational
impact, who is system owner, application supplier, operational supplier, software package, if it is externally exposed
and if it is compromised, the CERT marks it as such and gets a disk image, depicted in Figure 7.

IDENTIFIED NEEDS

The analysis of the results suggests that cybersecurity staff need (i) a single support system for incident management
and (ii) a shared data repository underpinning (iii) role-specific COPs.

A single support system for incident management: It is evident from the workshop that both groups share a common
understanding of their current process. The material from both groups integrates well to show all participants’
roles in managing the incident. Having a single system offers seamless support for incident management. There is
no need to change system support if changing work methodology, which P2 considers, due to an incident being
escalated outside the regular incident handling process. Video2 clearly shows how the participants access the
system support view with their desired COP as awareness of the vulnerability spreads through-out the organization.
A single system supports the traceability of information shared during the incident as well as accountability for
decisions taken.

The need for a single system is seen in both groups’ empirical material. In Group 1 it was called “the future
super-flashy system” and in Group 2 “the common operational system”. This single system can handle everything
and support all needs for incident management that the groups express. The system’s support focus is on the
management of an incident, from initial creation of the “ticket” as shown by Group 1 in Figure 2, to the resolution
of the incident. The system needs to support all roles across organizational boundaries so that data and information
can be shared without causing cognitive overload. Additionally, it should be apparent for each specific role where to
enter what information into the system, and where to access the current COP.

A shared data repository: When having a single support system for the incident management process, across roles
and organizations and with real-time updated information, all data needs to be available in a shared data repository.
The COPs presented should be based on the same data and information, irrespective of who needs to look at the
COP, and always populated by the most recent data. As shown by Group 2, P6 enters information about the status
for each system, which then is shown, e.g., as four affected systems in the foursquare view of P4 in Figure 6. This
supports traceability of how information was accessed and shared in the process and the decision maker can feel
confident in making decisions based on the the latest information supporting accountability, as expressed by the
desire to know if stakeholders have received information by P1 in Group 1.

System support presenting role-specific COPs: Participants in both groups need role-tailored COPs to support
their role-specific CSA needs, as shown in Figures 1-7. For the system to present such tailored COPs, the system
is dependent on members of staff populating the system with the required information elements. To form the
envisioned CSA staff needs COPs presenting information at the level of granularity required for their role, with the
possibility for certain roles to drill down when desired. For example, each system P7 marks as affected by the
vulnerability gets aggregated for the COPs of P1 and P4, as well as for the traffic-light of P3, and P4 can drill down
from the aggregated systems they see presented in their COP down to the specific systems presented in the COP of
P7.
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DISCUSSION

Although the desire to have one tool to do everything is not new, it could be interpreted as an expression of frustration
that the previous experience with Log4Shell has highlighted that processes and systems do not function together
seamlessly and that this becomes poignant during the managing of an incident as the cognitive load increases. One
interpretation of the expressed wish for a single system is the need for one coherent process regarding the sharing of
data and information, where data and information sharing can be both active and passive. Active, as exemplified
by P6 marking systems as affected by the vulnerability, and passive, as exemplified by P1 keeping an eye out for
the rate of change over time. By having a shared data repository feeding the system, no data should be missed or
left out from the COP due to a missing link in the information-sharing process, hindering the CSA of staff. It is
not uncommon that information gets stuck in silos in organizations where more than one organizational entity is
involved in cybersecurity (Andreasson et al., 2024; Shahjee & Ware, 2022) or that actors communicate outside the
established channels for COP building (Steen-Tveit & Radianti, 2019).

COPs traditionally have been viewed as one singular artifact that provides all the information necessary for
decision-makers during crises or military operations, from which they can form their role-specific SA from the COPs
contents (Danielsson et al., 2014). However, as seen in Artman and Persson (2000) collaboration around a COP
could entice individual actors to present their role-specific perspectives of certain parts of the COP to encourage
discussions regarding the ongoing mission. In this study, the workshop participants describe their role-specific
information needs, showing that one COP does not fit all. Instead of forming their role-specific SA from one
singular COP, as in Danielsson et al. (2014), they envision a customized COP for their role-specific needs created
from a shared data repository. What is “common” in this context is the shared data repository, which is presented in
customizable views for different roles. The information is shared and presented according to need. These views can
still be used for negotiations or discussions, as in Wolbers and Boersma (2013).

In contrast to McKenna et al. (2015), who developed personas from interviews with users and designed visualizations
based on that, or to Kim et al. (2023, who designed visualizations of a cyber COP based on document analysis of
documents based on “Joint Publication 3-12, Cyberspace Operations” (Joint Chiefs of Staff, 2018), in the study
presented here, the users themselves were invited to contribute from their experience through the participatory
design method. As Jiang et al. (2022) pointed out, there is a lack of studies on systems that can provide tailored
COPs, and more work should be devoted to this area. This study lays some ground for future work by addressing
the need for COP support to improve CSA for several roles at different levels.

While not explicitly addressed in the empirical data, aspects of traceability and accountability are implicitly present
in the expressed needs. This is most clearly shown in Story1 created by P1, where they state that they need to
confirm whether internal and external stakeholders have been informed and whether remedial actions have been
taken. It is also seen in Story3, where P3 wants a chat function to communicate with others involved in the incident
management. Traceability and accountability are important not only during the managing of the incident, but
also for any post-incident lessons learned activities, where the organization can learn from experience and make
necessary changes to existing processes (Thompson, 2018).

Another aspect of the workshop itself is that, for the participants, the use of the video prototyping methodology
provided additional value. Meeting in one place outside of their organization and in this particular constellation
had never happened before. The work with the storyboards and films gave them a chance to share their previous
experiences of the handling of the Log4j vulnerability. This vulnerability was treated as a cyberthreat of enormous
proportions, where Computer Security Incident Response Teams sent out national emergency messages to draw
attention to possible severe consequences of the exploitation of the vulnerability. It had not been clear how intensive
the handling of the emerging cyberthreat had been for some roles, while at the same time, the information shared to
higher levels in the organization was perceived as being at the right level of granularity and provided in a timely and
competent way. The opportunity to share experiences was appreciated and enlightening and could be seen as a
lessons-learned activity for improved incident response (Ahmad et al., 2021) that had previously not been conducted
with these participants.

It is worth noting that none of the participants brought up having access to information about threat actors and their
behavior in the system support. This is in line with the findings in Varga et al. (2018), where they investigated
what the information requirements are for CSA at the national level and the participants in the study did not request
information about threat actors. Also noteworthy is that there was no mention of the system supporting information
sharing across organizations, e.g., sharing information with organizations in the same sector for the creation of a
national-level sector COP. It is plausible to imagine that there are government agencies that want to have CSA when
critical vulnerabilities or severe cyber incidents might have severe adverse effects at the national level, as suggested
in the Swedish Government Official Report on the implementation of the European Union NIS2 Directive (SOU
2024:18, 2024).
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Limitations

The identified needs are based on participants being asked not to restrict themselves to what is possible using
today’s technology or adhering to current compliance restrictions, but rather to imagine what might be possible in
the future. While this opens up the possibility to think outside established practices and gives room to “impossible”
ideas, those solutions might not be feasible.

While the videos generated fit well together, they are quite different in nature. They express diverse needs, which
could be explained by the composition of roles included in the two groups. Also, in one of the groups, Group 2, the
participants did not create group or individual storyboards but instead described their ideas verbally and drew on a
whiteboard. That meant that the method was not strictly followed, and the empirical material for that group was not
as rich, but the content that the storyboard was intended for was collected. However, the entire material generated is
sufficient for analysis.

There are seven participants in this study, which could be regarded as a low number. However, the participants
here are all part of one large socio-technical system, representing different cybersecurity roles involved in incident
management that, at the time of the workshop, did not have the desired system support. The number of participants
was seen as adequate for generating the empirical material. Other roles in the organization could have taken part,
such as system architects or data protection officers, but the focus was on roles with direct involvement in crisis
management.

There is also the issue regarding method efficiency and whether video prototyping is the best way to elicit needs
from participants. In this case, as it is conducted in parallel with another study, the opportunity of having the
participants gather for three hours was a time-efficient first step to elicit an overall insight into the participants’
needs. For developing a system for the participant’s expressed needs, another route could be data collection in
the form of goal-directed task analysis (Endsley & Jones, 2011) as a part of a situation awareness-oriented design
process (Endsley & Jones, 2024).

CONCLUSION

The aim of the study was to explore the system support needs for common operational pictures supporting cyber
situation awareness for staff handling an emerging cyberthreat by answering the research question: What are
the needs for system support for common operational pictures to aid cyber situation awareness for staff involved
in cybersecurity work in a large, complex organization? From the empirical material generated by the video
prototyping workshop, the results suggest that cybersecurity staff need (i) a single support system for incident
management supporting the entire process, and (ii) a shared data repository, underpinning (iii) role-specific
COPs when envisioning how to improve their CSA. This study could be conducted as the authors had a unique
opportunity to gather participants with roles within cybersecurity in a large, complex, organization in one place
for the duration of three hours. The participants had not previously gathered in this constellation to discuss their
practices. Conducting workshops or reviews around past incident experiences could provide an opportunity for
organizational learning (Ahmad et al., 2020; Pilemalm et al., 2021).

Analyzing the video prototypes through the service blueprint method was useful in terms of visualizing the process
and seeing that the workshop participants, who represented different levels of responsibility and decision-making
in the organization, were quite in agreement regarding the overall process. A next step would be to do a service
blueprint with the staff involved in cybersecurity in the organization to validate this paper’s findings, deepen the
understanding of their respective needs during different stages when managing a cyberthreat, and test it on other
similar incidents and crises. An interesting aspect of such an activity would be to investigate which parts of their
process should go into a support system, and which should be done as they do it today, such as briefing one another
via mobile phone. Another aspect would be to try to understand why it is important for certain tasks to keep
the existing approach. The results from this study would also be interesting to evaluate with other cybersecurity
staff in public sector organizations, both civilian and military, as well as cybersecurity staff from private sector
organizations.

As mentioned previously, there is a lack of studies on systems that can provide specifically tailored COPs. The
contribution of this study is showing that role-specific needs should be taken into account when designing for CSA
support for multiple roles. The results from the study presented here can be seen as a starting point for further such
research. A deeper investigation is needed to develop a system addressing the participants’ expressed needs.
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APPENDIX A: SCENARIO

It is Friday evening and one of the CERT staff reads about a possible remote code execution vulnerability in the
Depeche logging package Blog4j on reddit.

The Blog4j library is an open-source logging library provided by the Depeche Software Foundation. The library
is often used in programs and services to collect logs for development, operations, and security. Several large
suppliers use the open-source library in their services.

The next day, a tweet from a trusted source speculates that the vulnerability could be classified as a 10.0 on the
CVSS scale. There is also a message from a FIRST actor about the vulnerability. In connection with this, there
is a call to the IT director from a supplier’s Swedish representative saying that their service uses the vulnerable
component, but they have no further information.

A couple of hours later, suppliers like CISCO, Oracle, and Siemens publish their first communications about how
their products are affected by the vulnerability.
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